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**Abstract**

Austenitic Stainless Steel grade 304L and 316L are very important alloys used in various high temperature applications, which make it important to study their mechanical properties at elevated temperatures. In this work, the mechanical properties such as ultimate tensile strength (UTS), yield strength ($Y_S$), $\%$ elongation, strain hardening exponent ($n$) and strength coefficient ($K$) are evaluated based on the experimental data obtained from the uniaxial isothermal tensile tests performed at an interval of 50 $^\circ$C from 50 $^\circ$C to 650 $^\circ$C and at three different strain rates (0.0001, 0.001 and 0.01 s$^{-1}$). Artificial Neural Networks (ANN) are trained to predict these mechanical properties. The trained ANN model gives an excellent correlation coefficient and the error values are also significantly low, which represents a good accuracy of the model. The accuracy of the developed ANN model also conforms to the results of mean paired t-test, F-test and Levene’s test.

© 2015 Brazilian Metallurgical, Materials and Mining Association. Published by Elsevier Editora Ltda. All rights reserved.

**1. Introduction**

Austenitic Stainless Steel (ASS) 304L is being extensively used in the field of defence and nuclear science due to its excellent corrosion resistance in seawater environment [1]. This property of ASS 304L is due to the presence of molybdenum, which prevents chloride corrosion. It also has a low carbon content due to which the wear and friction properties are improved and a lower susceptibility to intergranular corrosion [2]. ASS 316L also has found applications in the field of nuclear science. It is used as a manufacturing material for nuclear fuel clad tubes and fuel sub assembly wrappers in fast breeder reactors owing to its superior mechanical properties at elevated temperatures and good compatibility with liquid sodium [3]. Hence, these steels are particularly useful in nuclear reactors. The reactor’s temperatures are usually very high. Due to this, it becomes imperative to study the material’s behaviour and its properties at elevated temperatures.
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The mechanical properties evaluated in this work are ultimate tensile strength (UTS), yield strength ($Y_S$), % elongation, strain hardening exponent ($n$) and strength coefficient ($K$). The value of yield strength is taken at 0.2% engineering strain. Knowledge of these properties is important for the control of many material production techniques such as forging, rolling, or drawing. % elongation is calculated using the following formula [4],

$$\% \text{ elongation} = \frac{\text{Final gauge length} - \text{Initial gauge length}}{\text{Initial gauge length}} \times 100$$

(1)

The strength coefficient and strain hardening exponent gives a measure of increase in hardness due to plastic deformation. This gives an idea about how much the material can be formed. A material with a high strain hardening exponent value has a greater capacity for being formed [5]. These values are obtained from the true stress – true strain graph using the following equation,

$$\sigma = K e^n$$

(2)

Fig. 1 shows how to calculate the mechanical properties from the stress–strain graphs. UTS and $Y_S$ are calculated from the engineering stress–strain graph, whereas $n$ and $K$ are obtained from the true stress–strain graph. % elongation is calculated based on the final gauge length as measured using a vernier calliper after the sample is broken. In other words, it is the true plastic strain at fracture in percentage.

2. Experimental study

In this work, two grades of Austenitic Stainless Steel are investigated, namely ASS 304L and ASS 316L. Their composition is given in Table 1. To extract the experimental data and to predict the mechanical properties, the tensile tests are conducted at three different strain rates ($0.0001, 0.001$ and $0.01 \text{ s}^{-1}$) and temperatures ranging from $50^\circ \text{C}$ to $650^\circ \text{C}$ at an interval of $50^\circ \text{C}$. Hence, a total of 39 experiments for both materials are conducted at 13 different temperatures and 3 different strain rates. Wire-cutting electro-discharge machining process is used to machine out the tensile test samples. The dimensions of the specimens are as per the sub-sized ASTM E8/E8M-11 standards. The details of the experimental setup are as mentioned by Gupta et al. [1].

Figs. 2 and 3(a–e) shows the variation of these mechanical properties with temperature at various strain rates. It can be seen from these graphs that the value of the properties decreases with increase in temperature, but in the
temperature range of 300–550 °C, this trend is not followed. The UTS is seen to decrease till the temperature of 300 °C and further seen to become approximately constant till 550 °C. The YS and % elongation are also found to decrease drastically and become constant and again decrease. K and n values were found to decrease and then increase in the above mentioned region and then decrease after 600 °C. This irregular variation in the properties is due to the effect Dynamic Strain Ageing (DSA phenomenon, which may be associated with the Portevin–Le Chatelier effect) [6,7].

These mechanical properties do not follow any particular trend, which makes it difficult to predict with any kind of equations. Artificial Neural Network (ANN) technique is ideally suited for this purpose. ANN is an artificial intelligence technique, which has been applied to describe many processes wherein the understanding of the physical mechanisms is quite tough [8,9]. The behaviour of biological neural systems is imitated by ANN in a digital software or hardware. This approach does not require a well-defined process for algorithmically converting an input to an output. One of the greatest advantages of ANNs is that they use an arbitrary function approximation mechanism, which ‘learns’ from a set of representative data. Then ANN adapts itself and reproduces the desired output when the training sample is given as input. For this model, neither explicit mathematical understanding nor physical knowledge of variation of properties is required. In the predictive modelling application of the ANN, it acts as a sum of weighted inputs combining to give the output or the predicted value. In comparison with modelling by mathematical equations, the estimation of mechanical properties becomes a lot easier by using ANN technique [5].

3. Development of ANN model

Neural network architecture consists of a specification of the number of layers, the number of neurons in each layer, the type of activation function performed by each neuron, and the available connections between the neurons. Values for the weight, w, is assigned to the connections in the network A, the weighted input \( x \) sum is mapped to \( y1(x, w, A) \), the predicted value of the output. These parameters change the effective...
learning model, for example, number of hidden neurons, and weight decay terms etc.

In literature, it has been found that feed forward back propagation neural networks are being used to train the network which is very reliable [8,9]. The back propagation learning algorithm uses a gradient search technique to minimize the mean square error of the output of the network.

The parameters mentioned above of the back propagation networks are generally set by trial and error and the use of reserved test data to assess the generalization ability (or more sophisticated cross-validation). However, there is another novel technique for finding the best architecture of the Neural Network. The method is to first find the number of layers for which the neural network has the minimum mean square error (MSE) [9]. This layer is the optimum layer for the neural network, which can train the training set. However, in some cases the testing data might not be satisfying the network due to loss of generalization capability. Hence, using the techniques of machine learning of regularization, i.e., reducing the number of layer and reducing epochs of the network, the optimum layers were found to be 6 for ASS 304L and 17 for ASS 316L. As shown in Fig. 4(a), the minimum MSE occurs when the number of layers is 16, but the testing data is not satisfied by the network and hence using the techniques of machine learning of regularization, 6 layers are chosen. Fig. 4(b) shows the plot of MSE vs. number of layers for ASS 316L.

The input parameters in ANN model are temperature and strain rate, and output parameters are UTS, Ys, % elongation, n and K. The input is first normalized from 0.05 to 0.95 using the following equation for transfer function to activate efficiently.

\[ x_n = 0.05 + 0.9 \times \frac{x - x_{\min}}{x_{\max} - x_{\min}} \]

where \( x_{\min} \) and \( x_{\max} \) are the minimum and maximum values of input \( x \) and \( x_n \) is the normalized data of the corresponding \( x \). Once the best trained network is found, all the transformed data returns to their original value using the following equation.

\[ x = x_{\min} + (x_n - 0.05) \times (x_{\max} - x_{\min})/0.9 \]

The experimental data is randomly divided into two parts. 85% of the data points are selected as training data for training
ANN and the remaining 15% are used as test data in order to get best combination of layers in the single layer ANN. This training-testing-validation procedure is adopted from Hastie et al. [10]. This network is implemented in MATLAB 2012a version. The training function used to get the back propagation neural network (BPNN) is Levenberg–Marquardt training function (trainlm).

A good neural network will have a good correlation in both training and testing dataset. However, selection of the best architecture of the network is difficult. The training sets have a good correlation but when it comes to some unseen data, most of the networks either over fit or under fit the data. The best neural network is one that has maximum correlation on the testing data and a reasonably high correlation for the training data. This is further validated by calculating the correlation of the total data set with the predicted value. The selection of the architecture of the neural network is done using the above mentioned criteria. Hence the best network was found to be [2-6-5] for ASS 304L and [2-17-5] for ASS 316L. The architecture has been found out for a single middle layer with 2 inputs and 5 outputs. The architecture of ASS 304L as mentioned [2-6-5] implies there are 6 neurons in the middle layers and the numbers 2 and 5 are fixed as per the inputs (2) and outputs (5).

The architecture of ASS 316L implies it has 17 neurons in the middle layer. This architecture is shown in Fig. 5(a) and (b) for ASS 304L and ASS 316L respectively.

4. Results and discussion

To validate the predictions of the ANN model, three statistical parameters are compared, i.e., correlation coefficient, average absolute error and standard deviation. Correlation coefficient \( R \) is a statistical tool that provides information on the strength of linear relationship between the experimental and predicted values. The average absolute error \( \Delta \) is a quantity used to measure how close the prediction values are to the experimental ones. These are calculated using the following equations,

\[
R = \frac{\sum_{i=1}^{N} (y_{\exp}^i - \bar{y}_{\exp}) (y_{\hat{p}}^i - \bar{y}_{\hat{p}})}{\sqrt{\sum_{i=1}^{N} (y_{\exp}^i - \bar{y}_{\exp})^2 \sum_{i=1}^{N} (y_{\hat{p}}^i - \bar{y}_{\hat{p}})^2}} \tag{5}
\]

\[
\Delta = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_{\exp}^i - y_{\hat{p}}^i}{y_{\exp}^i} \right| \times 100 \tag{6}
\]

where \( y_{\exp} \) is the experimental value, \( y_{\hat{p}} \) is the predicted value, \( \bar{y}_{\exp} \) and \( \bar{y}_{\hat{p}} \) are the average values of \( y_{\exp} \) and \( y_{\hat{p}} \), respectively, and \( N \) is the total number of data points being considered. Standard deviation \( s \) gives the deviance of the values from the mean. The correlation coefficient alone is not sufficient to validate the predictions. The predictions of the model may be biased towards higher or lower values. Hence, average absolute error \( \Delta_{\text{avg}} \) between the predicted and the experimental values and its standard deviation are also calculated.
Table 2 – Statistical parameters for the training data (85% of the data).

<table>
<thead>
<tr>
<th>Training</th>
<th>ASS 304L</th>
<th>ASS 316L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Δ_{avg} (%)</td>
</tr>
<tr>
<td>UTS</td>
<td>0.9839</td>
<td>2.87</td>
</tr>
<tr>
<td>Y₅</td>
<td>0.9518</td>
<td>5.62</td>
</tr>
<tr>
<td>% elongation</td>
<td>0.9014</td>
<td>6.60</td>
</tr>
<tr>
<td>n</td>
<td>0.8625</td>
<td>5.80</td>
</tr>
<tr>
<td>K</td>
<td>0.9401</td>
<td>5.91</td>
</tr>
</tbody>
</table>

Table 2 shows the statistical parameters, viz., correlation coefficient, average absolute error and standard deviation for the training data set for both the materials. As it can be seen from the table, the R value for % elongation of ASS 304L is 0.9014 and for n is 0.8625, but the value of average absolute error is 6.6% and 5.8%, respectively. This clearly shows that even though the R value is higher for % elongation, the error value is also higher as compared to n. This indicates that the model is biased towards the higher value of % elongation, which means that even the error value and its standard deviation has to be considered while validating the model predictions. The training for ASS 316L is excellent as R values for all properties are above 0.98 and the average absolute error and standard deviation value less than 3%. In case of ASS 304L, the correlation coefficients are above 0.9, except for n (0.8625) and error values are less than 6.6%. This indicates that the DSA phenomenon is more prominent in ASS 304L than ASS 316L.

Having a total of 39 data points, 15% of the data, i.e., 5 data points are selected randomly as testing set. Table 3 shows the statistical parameters for the testing set. The R values for n of both ASS 304L and ASS316L are 0.7103 and 0.8175 respectively. This may be due to the fact that the flow curves of these materials do not follow the power law, i.e., $\sigma = K\varepsilon^n$. The R values of other properties of ASS 304L are above 0.96 and of ASS 316L are above 0.92, which depicts the accurate prediction of the ANN model. The graphs of correlation coefficient between the experimental and predicted values are shown in Fig. 6 for ASS 304L and Fig. 7 for ASS 316L.

The overall validation of the model for the complete data set gave value of correlation coefficient above 0.94, except for n

Table 3 – Statistical parameters for testing data (15% of the data).

<table>
<thead>
<tr>
<th>Testing</th>
<th>ASS 304L</th>
<th>ASS 316L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Δ_{avg} (%)</td>
</tr>
<tr>
<td>UTS</td>
<td>0.9899</td>
<td>1.72</td>
</tr>
<tr>
<td>Y₅</td>
<td>0.9734</td>
<td>7.95</td>
</tr>
<tr>
<td>% elongation</td>
<td>0.9867</td>
<td>7.76</td>
</tr>
<tr>
<td>n</td>
<td>0.7103</td>
<td>7.49</td>
</tr>
<tr>
<td>K</td>
<td>0.9847</td>
<td>7.44</td>
</tr>
</tbody>
</table>

Table 4 – Statistical parameters for the complete data.

<table>
<thead>
<tr>
<th>Validation</th>
<th>ASS 304L</th>
<th>ASS 316L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Δ_{avg} (%)</td>
</tr>
<tr>
<td>UTS</td>
<td>0.9797</td>
<td>3.67</td>
</tr>
<tr>
<td>Y₅</td>
<td>0.9429</td>
<td>7.58</td>
</tr>
<tr>
<td>% elongation</td>
<td>0.9250</td>
<td>6.23</td>
</tr>
<tr>
<td>n</td>
<td>0.8353</td>
<td>6.75</td>
</tr>
<tr>
<td>K</td>
<td>0.9471</td>
<td>5.54</td>
</tr>
</tbody>
</table>

Table 5 – Hypothesis testing to validate the ANN training.

<table>
<thead>
<tr>
<th></th>
<th>ASS 304L p-values</th>
<th>ASS 316L p-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t-Test</td>
<td>F-Test</td>
</tr>
<tr>
<td>UTS</td>
<td>0.840</td>
<td>0.917</td>
</tr>
<tr>
<td>Y₅</td>
<td>0.724</td>
<td>0.949</td>
</tr>
<tr>
<td>% elongation</td>
<td>0.573</td>
<td>0.255</td>
</tr>
<tr>
<td>n</td>
<td>0.941</td>
<td>0.397</td>
</tr>
<tr>
<td>K</td>
<td>0.602</td>
<td>0.612</td>
</tr>
</tbody>
</table>
(0.8353) for ASS 304L and it is above 0.95, except for n (0.9185) for ASS 316L, which shows that ANN model can accurately predict the mechanical properties. The values of average absolute error and standard deviation for ASS 304L are less than 7.5% and 9.23% respectively and for ASS 316L they are less than 2.82% and 6.90% respectively (Table 4), which illustrate the accuracy of the model.

To compare the goodness of fit of the ANN model, some representative hypotheses tests are conducted for the model construction process. These tests are t-test to test the means, F-test for variance and Levene’s test. A paired t-test is used to compare means of two sample population in which observations in one sample can be paired with observations in the other sample. A F-test is used to test if the variances of two populations are equal [11]. Levene’s test is an inferential statistic used to assess the equality of variances in different samples [12]. After performing these tests, p-values are obtained. If the p-values are greater than 0.05, then the null hypothesis cannot be rejected [13]. These statistical tests are performed using the Minitab v16 software. The p-values for the mean paired t-test conducted between the experimental and the predicted data are above 0.05 as it can be seen from Table 5, which shows that the mean of the predicted data is very close to the mean of experimental data. Also, it can be clearly seen from Table 5, that none of the p-values are less than 0.05 and therefore, the ANN prediction model has statistically satisfactory goodness of fit from the modelling point of view.

5. Conclusion

In this work, the mechanical properties, viz., UTS, YS, % elongation, n and K for ASS 304L and ASS 316L are evaluated based on the experimental data obtained from uniaxial isothermal tensile tests. To predict these properties at any unknown temperature and strain rate, feed forward back propagation ANN models have been developed. 85% of the data is used to train the ANN model and 15% data is used for testing it. Based on the machine learning techniques, the best ANN architecture is found to be [2-6-5] for ASS 304L and [2-17-5] for ASS 316L. The ANN model accuracy is validated based on the statistical parameters such as correlation coefficient, average absolute error and its standard deviation. The results of these statistical parameters indicate the highly accurate predictions of ANN models. The goodness of fit of these models is also verified by conducting the hypothesis testing using mean paired t-test, F-test and Levene’s test.

Finite element (FE) analysis in simulating the various processes, like drawing requires the mechanical properties at various temperatures. The current practice in FE simulations is to feed the values of these mechanical properties manually at different temperatures. The future work is envisaged to
incorporate the ANN model in the FE code to obtain accurate simulation results.
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